The script concordance test for clinical reasoning:
re-examining its utility and potential weakness
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CONTEXT The script concordance test (SCT)
assesses clinical reasoning under conditions of
uncertainty. Relatively little information exists
on Zscore (standard deviation [SD]) cut-offs
for distinguishing more experienced from less
experienced trainees, and whether scores
depend on factual knowledge. Additionally, a
recent review highlighted the finding that the
SCT is potentially weakened by the fact that
the mere avoidance of extreme responses may
greatly increase test scores.

OBJECTIVES This study was conducted in
order to elucidate the best cut-off Zscores, to
correlate SCT scores with scores on a separate
medical knowledge examination (MKE), and

to investigate potential solutions to the weak-
ness of the SCT.

METHODS An analysis of scores on pulmonary
and critical care medicine tests undertaken dur-
ing July and August 2013 was performed. Clini-
cal reasoning was tested using 1-hour SCTs
(Question Sets 1 or 2). Medical knowledge was
tested using a 3-hour, computer-adapted, multi-
ple-choice question examination.

RESULTS The expert panel was composed of
16 attending physicians. The SCTs were
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completed by 16 fellows and 10 residents.
Fourteen fellows completed the MKE. Test
reliability was acceptable for both Question
Sets 1 and 2 (Cronbach’s alphas of 0.79 and
0.89, respectively). Zscores of — 2.91

and — 1.76 best separated the scores of
residents from those of fellows, and the scores
of fellows from those of attending physicians,
respectively. Scores on the SCT and MKE were
poorly correlated. Simply avoiding extreme
answers boosted the Zscores of the lowest 10
scorers on both Question Sets 1 and 2 by

> 1 SD. Increasing the proportion of
questions with extreme modal answers to
50%, and using hypothetical question sets
created from Question Set 1 overcame this
problem, but consensus scoring did not.

CONCLUSIONS The SCT was able to differ-
entiate between test subjects of varying levels
of competence, and results were not associ-
ated with medical knowledge. However, the
test was vulnerable to responses that intention-
ally avoided extreme values. Increasing the
proportion of questions with extreme modal
answers may attenuate the effect of candidates
exploiting the test weakness related to
extreme responses.
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INTRODUCTION

Physicians often perform clinical reasoning under
conditions of incomplete patient data and uncer-
tainty. As accurate clinical decisions will lead to better
quality care and outcomes, the evaluation of physi-
cians’ clinical reasoning ability is essential to deter-
mine competency for practice.' Methods to do this
are few, and alternatives such as the long case exami-
nation and the objective structured clinical examina-
tion are logistically burdensome and difficult to
standardise. A less resource-intensive method of
assessment is the script concordance test (SCT), devel-
oped based on script theory and the hypothetico-
deductive clinical reasoning model.> * The SCT is rel-
atively easy to construct, can be machine-scored, and
has been psychometrically tested for construct validity
and reliability in multiple health science settings, for
both clinical and ethical problems, and for individuals
across the entire educational continuum.” "

A well-constructed SCT requires careful item develop-
ment and expert panel selection.>'"'* To support the
utility of the SCT, we must concurrently justify the use
of the test (by determining if the SCT can differenti-
ate among levels of clinical reasoning competence)
and demonstrate score validity (by determining if
SCT scores reflect variations in participants’ clinical
reasoning ability rather than in their medical knowl-
edge) 18,14 However, once constructed and adminis-
tered, there is relatively little information on the
Z-score (standard deviation [SD]) cut-offs useful for
distinguishing more experienced from less experi-
enced trainees,l‘b”*17 and whether scores actually
depend on medical (factual) knowledge rather than
on clinical reasoning.g’lg’19 Filling these gaps in infor-
mation would enhance the usefulness of the test for
formative or summative assessment, including in
assessments utilised for pass/fail decisions. In addi-
tion, a recent systematic review highlighted the find-
ing that the SCT is potentially weakened by the fact
that the mere avoidance of extreme responses (i.e.
responses of + 2 or — 2) may greatly increase test
scores.” Unless this flaw can be remedied, it may seri-
ously threaten the score validity of the SCT. A possible
solution using consensus scoring (i.e. single best-
answer scoring) was proposed,'®*""*? in which only
the most popular answer given by a panel of experts
would be given a point and any other answers would
score nothing.

We thus had a two-fold aim. Firstly, to study the util-
ity of the SCT, we searched for the best cut-off Z
scores with which to distinguish junior from senior

pulmonary medicine trainees, and correlated test
scores for senior trainees with those on a separate
medical knowledge examination (MKE). Secondly,
to investigate solutions with which to overcome the
recently identified weakness of the SCT, we experi-
mented with consensus scoring on a set of real tests.
We also hypothesised that a low proportion of ques-
tions with extreme modal answers (i.e. questions for
which most panel experts selected the + 2 or — 2
responses) would lead to lower overall scores for
participants who favoured extreme responses.
Hence, we investigated whether an increase in the
proportion of questions with extreme modal
answers could nullify the test-taking strategy of indis-
criminately avoiding extreme test responses.

METHODS
Participants and setting

We performed a prospective analysis of SCTs under-
taken by residents and fellows enrolled in training
programmes run by two Singaporean hospital medi-
cal departments (at the National University Hospital
[NUH], Singapore, and at Singapore General Hos-
pital [SGH]) during July and August 2013. Fellows
were senior trainees in the first month of a 3-year
fellowship programme in pulmonary medicine at
NUH and SGH. Residents were recent medicine
graduates and junior trainees from NUH in the first
month of a 3-year internal medicine residency pro-
gramme, who were scheduled to be rotated to pul-
monary medicine. Both programmes are accredited
by the Accreditation Council for Graduate Medical
Education International (ACGME-I). Participants
also included pulmonary medicine attending physi-
cians at NUH, who served as the panel of experts as
required by SCT methodology. All of the attending
physicians had practised clinical pulmonology and
intensive care medicine for at least 6 years continu-
ously, and had postgraduate specialist qualifications
in both fields. Our ethics review board waived the
need for informed consent as the tests were under-
taken as part of the standard training curriculum
(National Healthcare Group Domain-Specific
Review Board; F/2013/00779).

Test construction and conduct

The SCT was created during May and June 2013
according to recently released guidelines.? A typical
SCT item starts with a brief, realistic, but ambiguous
clinical scenario (Appendix S1, online). The sce-
nario is followed by one or more questions, each of
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which supplies additional information, and asks the
participant to rate a suggested response (a diagnos-
tic possibility, investigative option, or therapeutic
option) on a b-point Likert scale ranging from — 2
(strongly against the response) to 0 (neither for nor
against the response) to + 2 (strongly for the
response). We labelled the Likert scale anchors
according to the guideline recommendations and
used anchors at the extremes that were neither
overly categorical nor unequivocal. This was
intended to encourage participants to select options
across the range of the Likert scale. A panel of
experts taking the SCT will provide a set of answers
that reflects the variability of responses in real life.
For the answer scheme, full credit is given to modal
choices and progressively lower scores are given to
less frequently picked choices (i.e. aggregate scor-
ing). No marks are awarded for responses not
picked by any of the experts. When non-experts
take the SCT, better alignment of participant
choices with the more frequent expert panel
responses will result in higher overall scores.

The first and senior authors (KCS, TKL), who are
both attending physicians in pulmonology and
intensive care medicine, generated a bank of scenar-
ios, each with a brief vignette and three questions,
based on the American Board of Internal Medicine
(ABIM) pulmonary disease blueprint (www.abi-
m.org/pdf/blueprint/pulm_cert.pdf). The scenarios
covered clinical reasoning dilemmas in diagnosis,
investigation and therapy, in the fields of pulmonary
medicine and intensive care medicine. Both authors
discussed the questions in detail to ensure clinical
relevance and to clarify ambiguous language. The
questions spanned a broad range of topics in pul-
monary medicine (e.g. pneumonia, tuberculosis,
chronic obstructive pulmonary disease) and inten-
sive care medicine (e.g. haemodynamic optimisa-
tion, ventilatory failure). We were careful to only
include clinically meaningful scenarios, and specifi-
cally avoided any areas of excessive controversy or
clinical equipoise (e.g. clamping versus no clamping
of chest tubes prior to removal in pneumothorax
management). As per SCT methodology, we
instructed that questions nested within each SCT
item should be considered independently of the
other questions.

To form the expert panel of attending physicians,
we approached the remaining 17 faculty members
in the NUH Pulmonary Medicine Programme, all
of whom were general respiratory and critical care
medicine physicians with a variety of subspecialty
interests. Of these, 16 attending physicians agreed

to contribute to the test construction, satisfying
the optimal number of panel experts.>** These
attending physicians separately responded to the
questions within a time limit that simulated the
test environment, and their answers contributed to
the scoring key. Expert panel responses were
anonymised and kept confidential. We used the
Cronbach’s alpha internal consistency coefficient
to estimate test reliability and eventually generated
a set of 64 scenarios (192 questions). We then
split the initial question set into two sets (Ques-
tion Sets 1 and 2), each containing 32 scenarios
(96 questions) to be answered within 1 hour.'%**
About a third of the scenarios covered each of
diagnosis, investigation and therapy, and each
question set contained similar proportions of sce-
narios. We further checked that both Question
Sets 1 and 2 covered the key content areas
described in the ABIM blueprint.

Fellows and residents were tested separately at the
start of their respective training programmes.
Instructions on how to answer an SCT using non-
pulmonology and non-intensive care-based case
examples were e-mailed to all participants several
days before the test. Trainees underwent testing in
an invigilated, closed-book environment during July
and August 2013. Each trainee took either Ques-
tion Set 1 or Question Set 2. Answers were scored
using a freely available Microsoft Excel spreadsheet
calculator from the University of Montreal (www.
cpass.umontreal.ca/recherche-et-developpement/
script-concordance-tests-scts/excel-corrector-pro-
gram.html). Scores comprised raw marks and
Zscores.'” The latter represented the number of
SDs below the mean raw score of the panel of
attending physicians (i.e. a Zscore of — 2.13 meant
that the trainee scored 2.13 SDs below the mean
panel score).

In addition, 14 fellows took a 3-hour, computer-
adapted, multiple-choice question (MCQ) examina-
tion administered by the US Association of Pulmo-
nary and Critical Care Medicine Programme
Directors (APCCMPD) (apccmpd.org) for in-coming
fellows, which was primarily an evaluation of medi-
cal knowledge. Like our SCT, the APCCMPD test
content was also developed using the ABIM blue-
print. For the APCCMPD examination, we used the
scores generated by the online system. These fellows
took the SCT first, and then the APCCMPD exami-
nation, with a 15-minute break between them. We
employed the SCT and the APCCMPD examination
to provide individualised trainee feedback (forma-
tive assessment).
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Statistical analysis

Univariate comparisons of proportions, means and
medians were performed using, respectively, Fisher’s
exact test, Student’s #test, and Wilcoxon rank-sum
tests. We used the receiver operating characteristic
method to determine Zscore cut-offs with optimal
sensitivity and specificity for the SCT. These score
cut-offs were those that best separated the fellows
from the attending physicians, and the residents
from the fellows. To investigate if clinical reasoning
performance was associated with medical knowl-
edge, we plotted the SCT score against the AP-
CCMPD examination score and computed the
Pearson correlation coefficient.

We conducted a series of experiments to test the
effects of intentional avoidance of extreme
responses on raw and Zscores. An important effect
would be one with a magnitude sufficient to cross
the score cut-offs distinguishing more experienced
from less experienced participants. To best illustrate
this effect, we picked the 10 lowest scores for each
experiment and recoded any extreme responses
given into less extreme ones, without altering the
direction of the response. In other words, we
recoded all + 2 responses to + 1, and all — 2
responses to — 1, left neutral (denoted by 0)
responses unaltered, and recomputed overall scores.
We performed these adjustments firstly for Question
Set 1 and Question Set 2. Secondly, we created
hypothetical question sets with increasing

Table 1 Test results

proportions of extreme modal answers by initially
removing some questions with non-extreme modal
answers from Question Set 1 and later by replicating
the questions with extreme modal answers in Ques-
tion Set 1. We then performed a final experiment
to investigate the effect of consensus scoring on
Question Set 1 (i.e. responses scored 1 point only if
they were equal to the modal answers and scored
no points if they were not). Statistical significance
was indicated by a p-value of < 0.05.

RESULTS

The expert panel comprised 16 attending physicians
(median age: 39.5 years; interquartile range [IQR]:
34—42 years; six female), who completed questions
from both Question Sets 1 and 2. Ten residents
(median age: 25.0 years; IQR: 24—25 years; six
female) and 16 fellows (median age: 28.5 years;
IQR: 27—-35 years; 11 female) were randomly tested
with either Question Set 1 or Question Set 2. All
questions were answered, with no missing data. Test
reliability was acceptable for both Question Set 1
and Question Set 2 (Cronbach’s alphas of 0.79 and
0.89, respectively). The attending physicians raw
scores (and SDs) were similar for both Question
Sets 1 and 2, at 75.2 £ 6.2 and 75.7 £+ 8.4, respec-
tively, giving a pooled result of 75.5 + 7.4. A Zscore
of — 2.91 best separated the scores of residents and
fellows (i.e. most residents scored > 2.91 SDs below
the mean panel score, and most fellows scored

Attending
physicians
Results Residents (n = 10) Fellows (n = 16) (n = 32)*
SCT, raw scores, mean + SD# 540+ 5.9 629+ 7.8 755+ 7.4
SCT Z-scores, mean + SDT# —3.37 + 1.01 —2.11+1.03 NA
MKE, %, mean + SD ND 61.4 +6.17 ND
Best Z-score threshold using ROC analysis — 2.91 (residents versus fellows) — 1.76 (fellows versus attendings)
Sensitivity 81.3% 93.8%
Specificity 70.0% 75.0%

*n = 32 as each of the 16 attending physicians completed both Question Sets 1 and 2.

+p < 0.001 using one-way analysis of variance (anova).

+ p < 0.001 using multiple regression adjusting for Question Set taken.

§ p < 0.001 for the comparison between residents and attending physicians, p < 0.001 for the comparison between fellows and attend-
ing physicians, and p = 0.005 for the comparison between residents and fellows.

9 n =14 as two fellows did not take the MKE.

MKE = medical knowledge examination; NA = not applicable; ND = not done; ROC = receiver operating characteristic; SCT = script

concordance test (maximum raw score: 96); SD = standard deviation.
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Figure 1 Correlation of scores on the script concordance
test with scores on the medical knowledge examination
(n = 14 fellows; r = — 0.132, p = 0.654)

within 2.91 SDs of the mean panel score (Table 1).
Similarly, a Zscore of — 1.76 best distinguished
between the scores of fellows and attending physi-
cians. A scatterplot of SCT scores and the scores on
the APCCMPD MKE revealed no obvious trend,
which was confirmed by the lack of a significant
slope on linear regression analysis (Fig. 1).

For the second part of our study, we computed that
only 5% or fewer of our questions in Question Sets
1 and 2 had modal answers that were extreme (i.e.
+ 2 or — 2). Simply avoiding extreme responses
would boost the Zscores of the lowest 10 scorers on
either Question Set 1 or Question Set 2 by > 1 SD.
This shifted the mean performance of the lowest 10
scorers in Question Set 1 from resident level to fel-
low level, and improved that of the lowest 10 scorers
in Question Set 2 from fellow level to attending phy-
sicians level (p < 0.001) (Table 2). When we
increased the proportion of questions with extreme
modal answers, using hypothetical question sets cre-
ated from Question Set 1, the effect of avoiding
extreme answers was attenuated (Question Sets 3-7,
Table 2). No significant increase in scores could be
seen when the proportion of questions with extreme
modal answers reached 50%. Conversely, the use of
consensus scoring for Question Set 1 resulted in
marked score improvement if participants had
avoided extreme responses on purpose (Question
Set 8, Table 2)

DISCUSSION

We showed that in test subjects who were naive to
the test strategy, the SCT was able to differentiate

among subjects according to level of competence,
and results were not associated with medical knowl-
edge. However, the test was vulnerable to a response
strategy that intentionally avoided the extreme val-
ues. Increasing the proportion of questions with
extreme modal answers reduced the effect of sub-
jects exploiting the test’s weakness. Rewarding only
responses that were exactly equal to the modal
answers (consensus scoring) did not appear to solve
the problem.

The cut-off Zscore that best distinguished among
fellows and attending physicians was surprisingly
close to the guideline-recommended 2-SD thresh-
old.%'® However, no prior studies had evaluated the
cut-off Zscore that best differentiated residents
from fellows. Trainees may theoretically not perform
at their best if the examination is framed as a for-
mative rather than summative assessment. However,
we were still able to elicit divergent scores for partic-
ipants with differing levels of competence. We were
additionally able to demonstrate reasonably sensitive
and specific cut-offs, given that we sampled partici-
pant groups who had substantial (> 3 years) differ-
ences in clinical training and experience. For the
‘misclassified’ participants, although our modest
sample size precluded statistical analysis, we were
unable to discern any differences in age, gender
and training institution. We believe that other fac-
tors may be important determinants of clinical rea-
soning ability, and these require further
investigation.

Although both our SCT and the APCCMPD exami-
nation were developed using the same ABIM blue-
print, the lack of correlation of clinical reasoning
with medical knowledge lends support to the sug-
gestion that these are distinct competencies that
probably require to be separately evaluated. The
SCT may even be superior to standard MCQs in
gauging clinical performance.'? Furthermore, the
SCT applied early in training was able to predict
clinical reasoning ability in subjects who were
retested 2 years later using two other clinical reason-
ing tools of known validity (short-answer manage-
ment problems and simulated office oral tests).?”

In agreement with a recent critique of the SCT,*’
we found that indiscriminate avoidance of extreme
test responses could greatly and significantly
increase overall scores, such that clinical reasoning
performance improved to the next level of compe-
tence. We believe this effect was pronounced as a
result of the low proportion of questions with
extreme modal answers. The results of our
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Table 2 Changes in test results when extreme responses are moderated

Panel answers Qs 1 QS 2

Modal answers of 5/96 (5.2%) 2/96 (2.1%)
+2or—2,n(%)
Mean + SD raw

score of attendings

752 £ 6.2 757 £9.2

(panel of experts)
Test subject

responses Raw score Z-score Raw score Z score
Mean + SD of 55,6 + 57 — 3494+ 088 645+ 37 —261+053
10 lowest

scores, actual
Mean =+ SD of
10 lowest

66.4 + 3.3 — 1.84 £ 0.51

scores,
adjusted*
Difference,
mean + SD'
p-value for

10.7 £ 3.5 1.65+£0.54 8.6 +£35

< 0.001 < 0.001 < 0.001 < 0.001

differencet

558 £4.7 —1.63+£042

0.98 £+ 0.40

Qs 3% Qs 47

5/60 (8.3%) 5/30 (16.7%)

46.1 £ 4.6 232+22

Raw score Z-score Raw score Z-score

319+ 47 —-365+078 164 +£27 —3.07+1.24

387+28 —201+£046 194+£15 - 175+£0.70

6.8+25 163+£050 29417 1.33 £ 0.79

< 0.001 < 0.001 < 0.001 < 0.001

* Test subjects’ responses were recoded thus: +2 as +1; —2 as —1. Original responses between —1 and +1 were not altered.

1 Difference between adjusted and actual median scores.
1 Using the paired t-test.

§ Hypothetical QS using QS 1, excluding the first 36 questions with modal answers between —1 and +1.
9 Hypothetical QS using QS 1, excluding the first 66 questions with modal answers between —1 and +1.
** Hypothetical QS using QS 1, excluding the first 66 questions with modal answers between —1 and +1, and replicating twice

more each of the five questions with extreme modal answers.

1 Hypothetical QS using QS 1, excluding the first 66 questions with modal answers between —1 and +1, and replicating four

more times each of the five questions with extreme modal answers.

+1 Hypothetical QS using QS 1, excluding the first 66 questions with modal answers between —1 and +1, and replicating six

more times each of the five questions with extreme modal answers.

§§ Using QS 1, responses scored 1 point only if they were equal to the modal answers and no points if they were not

(i.e. consensus scoring).
QS = question set; SD = standard deviation.

hypothetical experiments suggest that increasing the
proportion of questions with extreme modal
answers could nullify this test-taking strategy. Inter-
estingly, a prior publication by Fournier et al.'' sug-
gested that test answers should be spread over each
anchor of the Likert scale, although it gave no
advice on the actual distribution of questions with,
respectively, extreme and non-extreme answers, and
the most recent guidelines do not include this rec-
ommendation.? Alternatively, the Likert scale de-
scriptors for anchors at the extreme ends of the
scale could be moderated. However, doing so may
confuse participants by blurring the distinction
between intermediate and extreme anchors.

1074

We did not find consensus scoring to be useful. Just
as this method of scoring was found to be highly in-
tercorrelated with aggregate scoring,?* both meth-
ods were equally susceptible to manipulation by the
avoidance of extreme responses. In addition, others
have shown that consensus scoring for the SCT,
compared with the usual aggregate scoring method,
reduced and hindered expertise detection.?® Hence,
consensus scoring cannot be recommended.

Our study has several strengths. We tested the clini-
cal reasoning test in an SCT-naive cohort. We were
able to show that despite the theoretical vulnerabil-
ity of the SCT to a test-taking strategy of avoiding

© 2014 John Wiley & Sons Ltd. MEDICAL EDUCATION 2014; 48: 1069-1077



QS 5%+ Qs 6"

15/40 (37.5%) 25/50 (50.0%)

315+ 27 39.8 + 3.7
Raw score Z-score Raw score Z-score
224+ 41 —3374+1.50 283 +57 —3.104+ 153
245+ 22 — 259+ 0.83 29.7 £33 —2744+0.388
21+24 0.78 £ 0.91 1.3+ 33 0.36 + 0.88
0.023 0.023 0.230 0.230

extreme responses, novices did not exploit this
weakness well in real life and scored poorly com-
pared with the expert panel. This allowed subse-
quent testing of our hypotheses. In addition, we
strictly followed existing guidelines in constructing
the SCT and incorporated up-to-date recommenda-
tions.? Furthermore, to show that clinical reasoning
is a domain separate from medical knowledge acqui-
sition, we tested candidates using a widely used in-
training examination designed by the APCCMPD.
The simultaneous conduct of the SCT and the MKE
also minimised any potential learning effect of test
taking or contamination of results by intervening
training.

© 2014 John Wiley & Sons Ltd. MEDICAL EDUCATION 2014; 48: 1069-1077

Qs 711 Qs 8§§

35/60 (58.3%) 5/96 (5.2%)

48.1 + 4.8 52.4 + 8.7
Raw score Z-score Raw score Z-score
343 +73 —288+ 153 346 +57 — 2.04 +0.65
348 + 4.4 — 277 +0.91 463 +£3.7 —0.70+0.43
0.5+ 4.1 0.11 £ 0.85 11.7 £3.7 1.34 £ 043
0.694 0.694 < 0.001 < 0.001

Our results should be interpreted with the following
limitations. Firstly, our sample size was fairly small.
Despite this, our study was not underpowered as we
managed to obtain moderately sized confidence
intervals of the scores, resulting in the clear separa-
tion of clinical reasoning performance according to
level of competence. Secondly, in the process of
testing our hypothesis that a higher proportion of
questions with extreme modal answers would bolster
the SCT against the test-taking strategy of avoiding
extreme responses, we artificially removed 36-66
questions from Question Set 1. However, this did
not affect the mean Zscore and the confidence
intervals greatly. Thirdly, in the testing of the same
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hypothesis, we had too few questions with extreme
modal answers, and had to resort to replicating the
questions and responses in hypothetical question
sets. In other words, we had to assume that new
questions with extreme modal answers would share
the same type of responses. Nonetheless, the even-
tual result aligns with the statistical expectation that
if half of the questions have extreme modal answers,
then, by chance alone, the intentional avoidance of
extreme responses will result in a 50 : 50 chance of
getting the answer wrong: it will be no better than
flipping a coin.

Overall, our results lend empirical support to the
ability of the SCT to differentiate various levels of
clinical reasoning using the aggregate scoring strat-
egy and do not show the consensus scoring method
to be superior. The SCT is a valuable tool that tests
a specific domain of clinical expertise, distinct from
mere factual knowledge recall and interpretation.
The value of the SCT is enhanced by its wide appli-
cability, ease of administration and potential for use
in test-retest situations.’ Although we are not aware
of any evidence showing that participants intention-
ally avoid extreme responses, further study is
required to formulate an appropriate strategy to
strengthen the SCT, such as by trialling real ques-
tion sets with higher proportions of extreme modal
answers. This will be essential before the SCT can
be used in high-stakes examinations such as those
for graduation or certification purposes.'’ Drawing
from this work, we will also construct new question
sets with much greater numbers of questions with
extreme modal answers.

In conclusion, our findings indicate that the SCT
remains a useful method with which to evaluate
clinical reasoning. Although we acknowledge that it
is vulnerable to the intentional avoidance of
extreme responses, increasing the proportion of
questions with extreme modal answers seems to
offer a solution. If this method of strengthening the
SCT can be supported by further research findings,
this strategy may become incorporated into guide-
lines to aid the construction of more robust tests.
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